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EMA method (power.scABE()) 

 

Method description in a cook book manner: 

 Evaluate all data (log-transformed) via an ANOVA equal to the classical cross-over design 

with treatment, period, sequence and subject within sequence. 

Get the point estimate (pe) for T-R and the mse from that ANOVA. 

The 90% confidence interval is obtained from pe and mse according to [     ]                    √           ∑         term under the square root is    . The term        ∑      is named C2. 

 Evaluate the data (log-transformed) for the reference only via an ANOVA with period, 

sequence and subject within sequence. The mse of that evaluation is      (within-subject 

variance for the reference). It has df(RR) degrees of freedom associated. 

 If                        is greater 0.3 calculate the widened acceptance limits (in the 

log domain) according to [           ]            

If      is ≤ 0.3 use [                     ]. 
If      is > 0.5 use the acceptance limits for          (cap on widening). 

 Decide BE if the 90% confidence interval is contained in the scaled (widened) acceptance 

limits. 

The covered replicate crossover designs have the following characteristics (N=Σﾐi): 

Design df           df (RR) E(mse) 

2x3x3 (partial replicate) 2*N - 3 1/6 1.5 N-2                 

2x2x4 (full replicate) 3*N - 4 1/4 1 N-2                  is the design constant assuming           

E(mse) is the expectation of the mean squared error from a model without subject by treatment 

interaction composed from the intra-subject variabilities of Test  and Reference, respectively. 

 

Simulation implementation 

Instead of simulating subject data we are simulating the needed statistics via their associated 

distributions. A first attempt (implemented in PowerTOST V1.1-00, V1.1-02) 

 pe is normal distributed with mean=log(GMR) and sd=sqrt(          ) 

GMR is the true (assumed) ratio for the population. 

    *df/(E(mse)*C2) is chi-squared distributed and simulated via                                  

                 is chi-squared distributed and simulated via                                   

With the so simulated statistics the above described method for the BE decision is performed. The 

cases of BE=TRUE will counted and pBE = count(BE=TRUE)/nsims is calculated. 
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The above above described simulation attempt proved as too naïve. 

The agreement of the power so calculated with values obtained via the けclassicalげ way of simulating 

subject data was unsatisfactory. See Appendix. 

If the simulations via subject data are correct the conclusion could only be that the simulation of     

and       via independent chi-square distributions is not appropriate. One consequence of this 

attempt is that studies are simulated in which       if calculated via the relations given in the Table 

above becomes negative. 

To avoid this it was simulated as following: 

                 is chi-squared distributed and simulated via                                   

                 is chi-squared distributed and simulated via                                   

     is calculated from the constituents      and      according to the relations given in the 

Table above and from that           . 

This approach however has the flaw that we are not able to give the      in case of the 2x3x3 design. 

It was choosen equal to      . So this approach is more or less empirical for the 2x3x3 design and 

only justified but the better numeric agreement of the power values compared to those obatined via 

subject data simulations. 

 

Open questions, understanding problems: 

1. Is there a better way to handle the simulations of     and       via dependent chi-square 

distributions? 

 

2. The E(mse) for the 2x3x3 (partial replicate) design was decided from subject data 

simulations. How can we derive this theoretically? 

 

3. Is working with different variabilities within the EMA method reasonable at all? Or does the 

model used only allow equal variabilities? 

An indication for that is the observation that the EMA method and the FDA method via ISC 

lead to different expected variances of the mean of T-R : 

EMA:                          ∑      =                       ∑     
FDA:                      ∑          

 

4. How can we incorporate a subject by treatment interaction in the E(mse)? Can we? The 

ANOVA ﾏodel ┘e ha┗e to use doesﾐげt iﾐIorporate suIh a terﾏ. 
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FDA method (power.RSABE()) 

 

Method description in a cook book manner: 

 Calculate the intra-subject contrasts T-R (of the log-transformed PK metrics) and analyze 

them via an ANOVA(1) with sequence as soley effect. The intercept of this ANOVA gives the 

point estimator (pe) of µT - µR. 

The std error associated with the pe is                     ∑      

The associated degrees of freedom are df=N-seqs. The term         ∑     is named C3. In case 

of equal number of subjects in sequence groups ni=N/seqs the term C3 reduces to 1/N. 

 Calculate the intra-subject contrasts R-R (of the log-transformed PK metrics) and analyze 

them via an ANOVA(2) with sequence as soley effect. The intra-subject variance for the 

reference is            . The associated degrees of freedom are also df(RR)=N-seqs. 

 In case of the full replicate design (2x2x4) the previous step can be repeated for T-T  to 

obtain     . But this ┗alue isﾐげt used further do┘ﾐ. Itげs oﾐl┞ a ﾐiIe to ha┗e. 
 If     > 0.2935604 calculate the linearized reference scaled ABE criterion                           

where theta = log(1.25)/0.25 = 0.8925742. 

Calculate a 95% upper confidence interval of this criterion via Howe
1
 approximation  

according to                                                                                                                            

If the upper bound is lower than zero decide BE 

 If     ≤ 0.2935604 (    ≤ 0.3ぶ then perform ABE evaluation, i.e. calculate 90% confidence 

intervals and decide BE if these are contained in the acceptance range [                     ]. The FDA demands to use the Proc MIXED code for this evaluation, 

regardless of the design.  

 

Simulation implementation 

Instead of simulating via subject data we are simulating the needed statistics via their associated 

distributions: 

 pe is normal distributed with mean=log(GMR) and sd=sqrt(           ) 

GMR is the true (assumed) ratio for the population. 

    *df/(E(mse1)*C3) is chi-squared distributed and simulated via                                   

                 is chi-squared distributed and simulated via                                   

With the so simulated statistics the above described method for the BE decision is performed. The 

cases of BE=TRUE are counted and pBE = count(BE=TRUE)/nsims is calculated. 
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The expectation of the mse1 are taken from the literature about IBE as: 

Design E(mse1) 

2x3x3 (partial replicate) 
2,3

                   

2x2x4 (full replicate) 
4, 5

                     

The subject by formulation interaction term     is assumed to be zero. It is only present for 

eventually enhancement in future.  

 

Open questions, understanding problems: 

1. The ABE e┗aluatioﾐ ふ90% CIげsぶ iﾐ Iase of     ≤ 0.2935604 (    ≤ 0.3ぶ is done via the results 

from the ANOVA(1), i.e. we calculate the 90%CI with pe and    from that step. How does this 

affect the results? How could we test this? 

If there is a considerable effect, how can we then simulate the ABE decision? 

 

2. The "unknown x", i.e. the term      in Em (taken from the SAS code of the progesterone 

guidance
6
): Where did it Iaﾏe froﾏ? Ha┗e the t┘o Laszloげs used it iﾐ their siﾏulatioﾐs? Their 

earlier papers do not contain this term. 

Mueller-Cohrs
7
 notes that pe

2
 is only approximately unbiased for (µT-µR)

2
 and a user in the 

BEBA forum (http://forum.bebac.at/mix_entry.php?id=5943) gave the hint that it may be the 

bias is correction by subtraction of    . 

 

  

http://forum.bebac.at/mix_entry.php?id=5943
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Appendix: Preliminary results of simulations via subject data 

 

EMA method, GMR=0.95, 1E+5 sims if not otherwise given 

CVwT CVwR n sims pBE 
power.scABEL 

V1.1-02corr 
Diff. 

power.scABEL 

V1.1-03 
Diff. 

Design 2x3x3 

0.2 0.2 12  0.7538 0.7519 0.0020 0.7524 0.0014 

  24  0.9616 0.9620 0.0004 0.9620 -0.0004 

0.3 0.3 12  0.4050 0.3974 0.0076 0.4112 -0.0062 

  12 1E+6 0.4067 0.3958 0.0109 0.4107 -0.0040 

  24  0.7794 0.7716 0.0079 0.7815 -0.0020 

  48  0.9630 0.9604 0.0026 0.9635 -0.0004 

0.40898 0.40898 12  0.2814 0.2941 -0.0127 0.2821 -0.0008 

  12 1E+6 0.2825 0.2937 -0.0112 0.2817 0.0008 

  24  0.7389 0.7223 0.0166 0.7443 -0.0054 

  48  0.9618 0.9548 0.0070 0.9619 -0.0001 

0.5 0.5 12  0.1940 0.2209 -0.0269 0.1914 0.0026 

  24  0.7050 0.6953 0.0097 0.7085 -0.0035 

  48  0.9627 0.9581 0.0046 0.9630 -0.0003 

0.3 0.5 12  0.3741 0.3502 0.0238 0.3514 0.0227 

  24  0.8628 0.8035 0.0593 0.8210 0.0418 

  48  0.9937 0.9811 0.0126 0.9856 0.0081 

0.5 0.3 12  0.1440 0.1642 -0.0202 0.1512 -0.0071 

  24  0.5175 0.5592 -0.0416 0.5666 -0.0491 

  48  0.8283 0.8661 -0.0378 0.8693 -0.0410 

Design 2x2x4 

0.2 0.2 12  0.9023 0.9018 0.0004 0.9006 0.0017 

  24  0.9947 0.9949 -0.0002 0.9949 -0.0002 

0.3 0.3 12  0.6570 0.6452 0.0118 0.6626 -0.0057 

  24  0.9135 0.9072 0.0063 0.9137 -0.0002 

  48  0.9942 0.9941 0.0001 0.9947 -0.0005 

0.40898 0.40898 12  0.5493 0.5344 0.0149 0.5587 -0.0094 

  24  0.8885 0.8781 0.0104 0.8913 -0.0029 

  48  0.9920 0.9907 0.0014 0.9926 -0.0005 

0.5 0.5 12  0.4704 0.4670 0.0034 0.4770 -0.0066 

  24  0.8788 0.8720 0.0069 0.8811 -0.0023 

  48  0.9914 0.9904 0.0010 0.9917 -0.0003 

0.3 0.5 12  0.6951 0.6773 0.0178 0.7051 -0.0100 

  24  0.9604 0.9528 0.0076 0.9632 -0.0028 

  48  0.9984 0.9985 -0.0001 0.9989 -0.0005 

0.5 0.3 12  0.3029 0.2990 0.0039 0.3135 -0.0106 

  24  0.6969 0.6963 0.0006 0.7001 -0.0032 

  48  0.9336 0.9306 0.0030 0.9321 0.0015 

Red: abs(diff)>0.002 

Agreement not perfect but – e┝Iept the IalIulatioﾐs ┘ith CV┘T ≠CV┘‘ – to some degree satisfactory 

for me. 
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FDA method, GMR=0.95, 1E+5 sims if not otherwise given 

CVwT CVwR n sims pBE power.RSABE Diff 

Design 2x3x3 

0.2 0.2 12  0.7106 0.7108 -0.0002 

  24  0.9560 0.9561 -0.0001 

0.3 0.3 12  0.4123 0.4132 -0.0009 

  24  0.7980 0.7990 -0.0010 

  48  0.9700 0.9691 0.0009 

0.40898 0.40898 12  0.3808 0.3801 0.0006 

  24  0.8089 0.8104 -0.0016 

  48  0.9831 0.9827 0.0004 

0.5 0.5 12  0.3795 0.3779 0.0017 

  24  0.8132 0.8153 -0.0020 

  48  0.9763 0.9765 -0.0003 

0.3 0.5 12  0.6296 0.6289 0.0006 

  24  0.9406 0.9416 -0.0009 

  48  0.9962 0.9961 0.0001 

Design 2x2x4 

0.2 0.2 12  0.8737 0.8744 0.0007 

  24  0.9931 0.9933 -0.0002 

0.3 0.3 12  0.6374 0.6321 0.0054 

  12 1E6 0.6355 0.6348 0.0007 

  24  0.9172 0.9165 0.0006 

  48  0.9948 0.9948 0.0000 

0.40898 0.40898 12  0.5933 0.5913 0.0020 

  24  0.9234 0.9231 0.0003 

  48  0.9968 0.9971 -0.0003 

0.5 0.5 12  0.5912 0.5903 0.0009 

  24  0.9238 0.9235 0.0003 

  48  0.9935 0.9938 -0.0002 

0.3 0.5 12  0.7491 0.7483 0.0008 

  24  0.9709 0.9710 -0.0002 

  48  0.9986 0.9990 -0.0004 

0.5 0.3 12  0.3263 0.3264 -0.0002 

  24  0.7264 0.7244 0.0020 

  48  0.9457 0.9444 0.0014 

Red: abs(diff)>0.002 

Agreement totally satisfactory for me. 
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